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PPL

Use of recursion :->Enhances logical clarity

. . If the postfix equivalent of the statement if ¢ then x else y is cxy#, then the postfix form amn+mn-ab-# ba-# :-

>Is equivalent to, if a then m+n then if m-n else a-b else b-a.
Extensive non deterministic mechanisms which cover statements as well are provided by:->Algol 68

From the point of view of clarity and efficiency, is preferable:->Application-order
evaluation e

val is a well known:->Data Flow language ’ W - Exams C‘dd )

A recursive functidn f, is defined as follows: F(n)=2, {kn=0 =m, if n=1 =2*F(n-1) + 4*F(n-2 =2 If the
value of F(4) is 88, then the value of m is :->1 Q)

FORTRAN does not permit recursion because|:->It/uses static allocation for stogi g Variables

Which language is case-sensitive?:->C ,—Q y
is used in PL/I language as a(ke inator and in pascal language as 4 s or.:->Semi-colon
. Binding (of an identifier to a value) can occur whi e:->Invoking a sub-progrm'
Umneration-controlled loop is: :-

- Which language has no For loop: :->Modula-]

- The language which prohibit changes to the loop index within the body o
>Algol 68
. Loops come in pﬂnciﬁa;l\l ieties: :->Two _
until some Boolean conditi ges Value: :->logically controlled

many items as desired within the loop.:-?Modula 1

provides a single loop cénstruct that subsuriés th roperties of more Modern enumeration and

A loop is executed
. Which language introduced-a mid te%one—and—a—half lm@a s a terminating condition to be tested as
logically controlled loops: :->Algol 60 H
er 10
curdi

. Modern For loops reflect the nn\ﬁ\ﬂ*;}f both Challenges:->Semantic, implementation.
. The lambda keyword is used toé@, uce < < N :->Function
. A function in which additional ﬁ,@{]lputation llows a recursive call: the return value is simply what ever
the recursive call returns is called:=>Tafil-Recur ve function
. Which language do not permi i% 77
S

. Continuation support in’ scheme tak of ajgeneral purpose function Called abbreviated

call/cc : :->Call_with/ curre tion.
In the event of a nonlocal/ goto, the 1 age implementation must guarantee to Repair the run time stack of
subroutine call infoi‘n on./Thi air operation is Known as :-=>Unwinding

Gotos were used fairly'bft to terminate the current subroutines: :->Pascal

Short circuiting chang
In the code below @

—_— e

of Boolean expressions: :->Semantics

*potentially complicated expression*) OF | : clause-A | 2, 7 : clause-B }i 3. 155
clause-C | 10 : claysg D*ELSE clause-E END The elided code fragments (clause-A,clause-B,etc) after the
colons and the BLSE are callgd of CASE statements. :->arms o

Which language ddes not use short-circuit evaluation: :->Pascal eI £xamS C(C/dQ -Com

angdages does both the THEN clause and the ELSE clause are defined To contain a single statement:
:->Algol 60% Pascal.

\ loop is executed once for every valve in a given Finite set :->enumeration-controlled.

Ina witch is essentially an array of : :=>labels

- Modern case statements are a descendent of the computed statement of Fortran and the construct of
Algol 60. :->goto, switch ‘

. Clu and ada use and respectively, For "not equal" :->0= and /=

- The following code is valid in; Begin a:= if b < c then d else ¢; a: = begin f(b); g(c) end; g(d); 2+3 End :->algol
68

- The first language to make orthogonality a principal design goal is :->a

- Language that implements reference model is :->Haskell
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35. Many of structured control-flow constructs familiar to modern programmers Were pioneered
by :->algol 60

36. The language designers debated hotly the merits and evils of gotos Throughout the late and
much of the :->1960s and 1970s

37. Early versions of Fortran mimicked the low-level approach by relying Heavily on statements for most
nonprocedural control flow; :->goto ‘

38. provide mechanisms for both multilevel returns and exceptions, but this Dual support is relatively rare:
:->Lisp and Ruby oo Exams adda - Co )

39. Case statements were adopted in limited form by and more completely by -
>Algol 68 , Modula 1

40. The statement was introduced by wirth and Hoare in the algol W [W6HH]: :->case

41. In C++, a+b is short for::->a. operator + (b)

42. In Ada, a+b is short for: :->"+" (a, b) Q

43. In Algol-family languages, function calls consists of l&a}syntax::&my_func(A,B,C)

44. A potentially complex collection of control constructs‘encapsulated in a way that Allows it t treated as a

single unit, often subject to parameterization is c l@ as : o3 ocedural
abstraction

45. The notation that occurs in small talk and also oce ionally in Algol-family ageys called; :->Multiword
infix notation /

46. Lisp uses notation for all ﬂmcggl;ut places the functio m@ The parentheses: :->prefix,
inside

47. Most imperative languages use N Ufunction for binary o function
for unary operators. :->infix , postfix

48. in a purely functional language are said. t ferentially transparent. :->expressions

49. Which language syntax does not allow enthesized form:

50. In FORTRAN, which uses ** for expoféxnlﬁiation, how s %e parse atb*c**d**e/f? :->a+ ((b*(c**
(d*>*e)))/) /

51. Semantic rules attached to the produc@s ofa
tree. :->context free

52. Semantic rules attached to the prodtfﬁb
syntax tree..->tree

ar are used to define the attribute flow of a parse

grammar can be used to define the attribute flow of a

53.A grammar is meant to qlef X orggengrate) the trees themselves.:->tree
54. A grammar is meant to de ate) a language composed of strings of tokens, where each string is
the fringe (yield) of a parse tr?/e. onjgext free

55.In an , action routines ¢ bedded at arbitrary points in a production's right-hand side.:->LL

parsers

56. grammar associz:t tributes with each symbol in a grammar, and attribute rules with each
production.:->attribute, t-free '

57..In ;the error messages-are buffered and printed in the program order at the end of compilation.:-
>multipass compi

58. Space for attri ina compiler can be allocated automatically, or managed explicitly by the writer of
action routings. +>top-down

,action routihes must follow the production's left corner.:->LR parsers
ed on formal logic and was devised as tool for proving the correctness of programs.:->axomatic
www- EZaxa msadda - Co )
62. is a method of describing the meaning of language constructs in terms of their effects on an ideal
machine.:->operational semantics

63. L-attributed grammars are a of S-attributed grammars. :->proper superset
64. In L-attributed grammar, its attributes can be evaluated by visiting the nodes of the parse tree in a single
traversal. :->left to right,depth-first :

65.Fora parser with an grammar, the obvious approach is to maintain an attribute stack that directly
mirrors the parse stack. :->bottom-up,S-attributed :

o
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66. A translator that interleaves semantic analysis and code generation with parsing is said to be :->one-pass
compiler

67. In , mathematical objects are used to represent the meanings of language constructs. :->denotational
semantics

68.Ina grammar we should need to pass symbol table information into and out of productions through
inherited and synthesized attributes.:->pure attribute =

69. In both families of parsers, it is common for some of the conteﬁiual information for action routines to be kept in

:->global variables 1@: LDOW-ExamS adda -Com

70. Fora parser with an grammar, there are two principal options for space management. One is
automatic and other is lower space overhead.: —>t0p-dow1\lézf-attnbuted

71. An attribute grammaris _____ if it never leads to a parse trée in which there are cycles in the
graph.:->noncircular 0

72. attributes pass semantic information down arid\across a tree. :->Inherited attributes

73. ~_attributes are synthesized attributes of leaf nodes whose values are determined out de parse tree. :-
>Intrinsic attributes E}’

74. attributes are used to pass information.up

arse tree. :->Synthesized attri ﬁ
75. Both context free grammars and attribute gr s are - thatis,they sz t of valid trees, but

they don't say how to build or decorate them. .Sdeclarative
76. An attribute grammar is ifno attri]ﬁ,/m any parse tree, ever d itively) on itself. :-
ue value.:->circular
tailors the evaluation order to the

>noncircular 0

77. An attribute grammar is ........ if attributes ath\guumteed to converge t:

78. Better performance for noncircular grammars, may be achieved by
structure of a given parse tree. ->dynam1cr§Q eme

79. fastest translation schemes whlleme based on an ofthe structure of the attribute grammar
itself, and then applied mechanically to ee arising ar. :->static scheme

80. An algorithm that decorates parse trees gﬁfn:ohng f an attn ute grammar in an order that respects
the tree's attribute flow is called @\ -7tra sla on'Sehe

81. Compile-time algorithms that predict i € known as____ analysis. :->static

82. Runtime overhead of dynamic ¢hecks ishce anguages like ___:->SmallTalk and Lisp

83. Type checking is static and precise i | : :->Ada,C and ML

84. A postcondition, specified on¢e im-the he subroutine, will be checked not only at the end of
the subroutine's text, but at every retu well, automatically. :->Euclid

85. analysis determines when,a ces to a value will be confined to a given context, allowing it to be
allocated on the stack instead o , or to be accessed without locks.:->escape

86. analysis determines iable in an object-oriented language is guaranteed to have a certain
subtype, so that its method e called without dynamic dispatch. :->subtype

87. analysis det en values can be safely cached in registers, computed "out of order,” or
accessed by concur W

88. A compiler is said tojbe if it applies optimizations only when it can guarantee that they will be both safe
and effective -

89. part af ¢

90. Copy

91. Which,interface defines‘the boundary between front end and back end of compiler?:->interface between

and intermediate code generator W - For amMS @ddq Com

92. The annotations of a parse tree are known as :->attributes

93. Compiler enforces static semantic rules at :->compile time

94. Syntax of a language is described by :->Context-free grammar

5. for loops are expected to be true before and after every iteration.:->invariant

96. is a condition that is expected to be true at all "clean points" of a given body of code. :->invariant

57 is a statement that a specified condition is expected to be true when execution reaches a certain point in
the code. :->assertien

98. In which programmmg language, a programmer can specify an 1nvar1ant on the data inside a class. :->Eiffel

99. is expected to be true at the end of subroutines. :->postcondition
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100. is expected to be true at the beginning subroutines.:->precondition

101. Which of the following problems are iterative, rather than recursive in nature?:->Simplex method for
solving a linear programming problem OO L2 L=xaMLAdAR Ca7)

102. Which can be correctly identified to be pascal tokens without look-ahead scanning :->:=

103. In which cases, is it possible to obtain different results for call-by-reference and call-by-name
parameters passing? :->Passing an expression as a parameter )

104. evaluates an arithmetic expression, the same way as a calculator :->APL

105. At which time we can resolve intermediate references:->Link time

106. The principle that a function can always be replaced by its value without changing the meaning is called.
:-~>Referential transparency

107. Which is not dangling reference? :->Accessing a variable that is declared and initialized

108. The default binding in the language with static soping is :->Deep Binding

109. The early binding of referencing environment is'known as :>Deep Binding Q

110. The default binding in the languages with dyrfaimic scoping is:->Shallow Binding

111. The binding that is generally the default in-langtiages with static scoping is :—>dee;&6ding

112. The late binding of referencing environment of a subroutine that has been pa a8 a parameter is
known as :->shallow binding _

113. rules specify that the referencing environmengde s on the lexical nesting

of program blocks in which names are declared.;->Static scope rules E
>

114. Nested subroutines are scopes in most Algol family languagedh>
115. FORTRAN 95 allows upto >, _characters in its n

116. Language designed to support large programs must provide: ate Compilation

117. The process by which a compiler a;hmatically converts a e of one type into a value of one type into
a value of another type when that second is required by ding context :->Coercion

118. A static chain is a chain of static that connegt actiyation record instances in the

:->Stack

119. Static scoping is a central feat@r@ of the %, language:->Algol 60

120. are useful”a/§) aid§’to bility and program reliability :->Named constants

121. The bindings between names and obje determined at compile time by examining the text of
program, without consideration of flow, of gontrgl at'run time, in the languages with e
scoping:->Static

122. Which of the language is td: C

123. The heap is divided infto N ne for each standard size:->Pools

124, Intermediate values p Nift complex calculations are:->Temporaries

125. How to divide the etfort"alnong programmers in such a way that work can proceed on multiple ****#***

simultaneously is a major challeage'in :->Construction of any large body of software

126. A name-to-objec ding that is hidden by a nested declaration of the same name is said to have a
in‘itSgcope:->Hole

127, The abilitytq nes routines inside each other is not a feature in the language:-
>Smalltalk g

128. In whithManguage wé do not find modules:->Algol 60

129, A le does not allows a collection of objects-subroutines, variables, types and so on to be
encap suc@%ay that :->Objects outside are visible to each other

130. odules in clu are called as :->Clusters

131, he prog}a@ning language that supports both functional and imperative programming is

S :->ML o 2 Frams adda - Con

132. In java script and PHP, the binding of a variable to a type is:->Dynamic

133. In perl any name that begins with % isa :->Hash structure

134. In perl any name that begins with § is a :->Scalar

135 Which language is not strongly typed :->Fortran 95

136. Explicit heap dynamic variables are often used for dynamic structures, such as that
need to grow and/or shrink during execution:->Linked lists

1537 The storage binding of which variables are created when their declaration statements are elaborated, but

whose types are statically bound:->Stack-dynamic variables
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138. A binding to an object that is no longer live is called:->Dangling reference

139. ' scoping is based on the calling sequence of subprograms, not on their spatial
relationship to each other:->Dynamic —

140. The stope of variables is not dynamic in :->Algol 60 LW _E£x0mMS adda -com

141. Heap allocation is required for languages that:->Support dynamic data structures

142. The time at which any implementation decision is made is called as:->Binding time

143. Ahasmg is a situation where:->Two commands with different names share the same code

144. Theperiod of time between an allocation and is subsequent disposal is called:->Life time

145. A call to a library sub program is bound to the sub program code at::->Link time

146. The time at which the programmers, choose algorithms, data structures and names is :->Program
writing time

147. For which of the following application will you prefer a cp-q*\ou'mne to a subroutine? : ->q tion of
multi-processing N\

148. Programming languages designed since the N\ 3 require ex eclarations of
all variables.:->Mid-1960's - O

149. A binding is dynamic if it first occurs during i a.Hzmge in course of
program execution :->run time ‘ :

150. A binding is static if it first occurs before emains unchanged
throughout program execution.:->run time

151. Which of the following is true about rehab1 Readabili itability influence reliability

152, Languages designed around the prevalent computer architec alfed the von Neumann architecture
arecalledas  :->Imperative Languages

153. Which of the following are von-Neuman 1 ages‘? -> , Fortran

154. is the purest of the object-oriented.] guagg&m Italk

155. Pure LISP has only two kinds of data structures: afom$and :->Lists

156. language support a range tpri/x-) -(Case statement :->Ada

157, Aliasing is :->Having two or more distinct referencing methods or names for the same memory cell
is called aliasing : '

158. is the ability to define and theg @mphcated structures or operations that allow many of the
details to be ignored.:->abstraction

159. IPL stands for _ :->Informatien Processing Language

160. Internally lists are usually storéd @ ___}:->Single-linked list structure

161. Regular expressions ang xt-free grammars are :->Language generator

162. Any set of strings that cag ned if we add recursion is called a :->context-free language

163. A parser is a concret lization of a .->Deterministic Push Down Automaton

164. A scannerisa® at recognizes the tokens of a programming language.:->Deterministic Finite
Automaton

a{D developed by Netscape for use in both Web server and browsers?:->Java

165. ‘Which scri
Scnpt e D . Fxayhodda- Com

166. ge is uged widely for Artificial Intelligence Application? :->LISP

167 rs and parsersare  :->Language recognizers

168. was the first -level langu language developed for business purpose? :->COBOL

169. h was the firstlanguage for scientific applications? :->FORTRAN

170. ich languagl:?eveloped to produce business reports? :->RPG

17 The sentences o language are generated through a sequence of applications of the rules, beginning
with a special nonterminal of the grammar called the :-=>Start Symbol

172. A BNF description or grammar, is simply a collection of :->Rules

173. In BNF grammar, the lexemes and tokens of the rules are called:->Terminals

174. The abstractions in a BNF description, or grammar, are called :->Non terminals

175. is a language that is used to describe another language.:->Meta Language

176. One feature of grammars is, they describe the hierarchial syntactic structure of the sentences of the
languages. These hierarchial structures are called :->Parse Trees

177. Each of the strings in the derivation is called :->Sentential form

178. The brackets,braces and parentheses in the EBNF are :->metasymbols
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170 When a grammar rule has its LHS appearing at the right end of the RHS, the rule is said to be -
:->right recursive eotute - EFramSadda- Com

180. When a grammar rule has its LHS also appearing at the beginning of its RHS, the rule is said to
be :->left recursive

181. What are functional programming langnages? :->Lisp/Scheme, ML, Haskell

182. Find out the declarative programming languages from the following::->Lisp/Scheme, Prolog

183. B Programming Language is designed by :->Ken Thompson

184. Linux, the leading open source operating system is written in :->C

185. The internal codes are called :->tokens

186. The character groupings are called :->lexemes

187. The phase of the compiler collects charactermﬁ logical groupings and assigns internal
groupings according to their structure.:->Lexical analyse

188. Which of the following is a device that can be used to generate the sentences of a lan q
>Language generator QJ

189. A sentence generation is called a :->derivation

190. Tokens are usually coded as___ values for readability of lexical and syntax ana, erg; ~>mteger

191. Translating high level language instructio assembly language instructiops or machine language
instructions is the job of the system program A8 o= e ->comp1]e w

192. Translating mnemonics to machine lan. e instructions is the j _]0 s em program known
as :->assembler

193, Assembly Language instructions are designed with ................ S ndence between mnemonics and
machine language instructions. :->one to one

194, Whatis MIPS R4000? :->Microprogéssor

195. Prolog is good for :->reasoning @bout logical relations out data

196. C is good for :->low-level syst rogrammin ¢

197, Lisp is good for : ->mampula symbollc data% plex data structures

198. Logo is popular among :->Naov ce users

199. In a formal mathematical sens¢a langu - ing equivalent

200. Snobol and Icon are goo for ;->manip l@mmcter strings

KQ_) Lo e FramS adda . Conm
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